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Project
In recent years, “Machine Learning as a Service” (MLaaS) has become a cost-effective alter-
native to learning models on-site. Operators of such services charge users by the number of
queries and, thus, take a great interest in keeping the underlying model private. However,
by strategically querying inputs close to the decision boundary, it is possible to “steal” the
model. This project systematically explores the prerequisites of recently proposed approaches,
highlights their drawbacks, and develops a more query-efficient approach that does not rely
on knowledge of the underlying data distribution.
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